
Using a Digital Camera for Colorimetry of
Human Teeth

Wencheng Wu and Jan P. Allebach
School of ECE, Purdue University, West Lafayette, Indiana

Mostafa Analoui
School of Dentistry, Indiana University, Indianapolis, Indiana

is

d,
-
-
e
e,
.

tch
d

ot

ter
h
u-
an-

lds
m-
tu-
the
ed
lty
u-
ce,
ure-

the
s a
c-
e-
r

in
een
on
a

s
re-

IS&T’s 1998 PICS ConferenceIS&T’s 1998 PICS Conference Copyright 1998, IS&T
Abstract

Accurate assessment of the color of human teeth is imp
tant for the specification of color for dental restoration
as well as the evaluation of the efficacy of treatment pr
cesses that are intended to restore natural tooth color.
are investigating the use of a Kodak model DCS460c di
ital camera for colorimetry of teeth. Our objective is t
obtain CIE XYZ tristimulus coordinates from the raw rgb
data acquired by the camera. Our model consists of a se
3 nonlinearities for gray balance, followed by a 3�3 ma-
trix transformation. Using this model, we have achieved a
average error of 1.4507�E units over a set of 180 color
samples, 0.9703�E units over a Bioform shade guide
and 1.5745�E units over a set of 11 extracted huma
teeth.

Introduction

Conventionally, dentists determine the color of human te
via visual comparison to a standard set called a shade gu
This process requires technical training and artistic jud
ment. When the color of the tooth does not match one
the samples in the shade guide, the technician will adju
the Munsell coordinates of the nearest shade guide sam
based on the visual difference between that sample and
tooth. Even though many researchers have suggested
tematic approaches to shade selection,1-4 matching based
on visual comparison remains a very inefficient approac
and subjective human errors are a significant problem.

Furthermore, it has been shown that several existi
shade guides are inadequate to represent the color spac
human teeth.4-6 An additional source of difficulty is the fact
that shade guides are constructed from materials that
different from those used for the restoration,4 e.g. bridge
or crown, etc. This limits the accuracy of using a shad
guide as a standard to specify the color for the restoratio
All of these errors may be reduced with proper trainin
accumulated experience, and development of better sh
guides. The effectiveness of the shade guide is impacted
both the choice of colors for the samples, which is typical
based on the colors of natural teeth, and the arrangem
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of the samples in the guide. A number of solution to th
problem have been proposed.7-9

Even if all the preceding difficulties can be resolve
we must still deal with metamerism. The illumination con
dition in most clinical offices may match the work environ
ment of the patient; but it is nothing like that to which th
patient is exposed in other parts of his or her daily lif
such as daylight, cozy dim light in the living-room, etc
A match in the clinical office does not guarantee a ma
under another illuminant. It is important to obtain a goo
match under all conditions of illumination; and this cann
be achieved by methods based on visual comparison.

An alternative is to use a traditional spectroradiome
or spectrophotometer.10-13 The advantage of this approac
is that the full visual range of the spectral power distrib
tion is obtained. Nonetheless, there are several disadv
tages of this measurement technique. First of all, it yie
only spot measurements. Its spatial resolution is very li
ited. This is especially important here because with na
ral teeth, the color varies widely across the surface of
tooth. Secondly, the spectroradiometer is not well suit
to use in the dental office setting because of the difficu
of setting up the instrument. Finally, the natural transl
cence of the tooth, its uneven and highly polished surfa
and the effect of wetness of that surface make the meas
ment task even more difficult.

In this paper, we take a different route to assess
color of human teeth. We propose a method that use
digital camera for colorimetry of human teeth. The obje
tive of our color calibration is to provide a precise devic
independent CIE XYZ tristimulus vector color descripto
for dentistry applications.

Color calibration techniques have been widely used
cross media reproduction. Several techniques have b
developed for a scanner or digital camera. One comm
method is to use a 3�3 matrix to transform scanner/camer
RGB to CIE XYZ. Wandell and Farrell14,15 used a training
set and a least squares method to minimize�E. Finlayson
and Drew16 utilized the information of spectral sensitivitie
of color devices and an assumption regarding sample
flectances to find this 3� 3 calibration matrix. The major
7
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difference between these two approaches is that the
mer functions well with color samples that are close to t
training set, but may perform poorly when the test color
outside the training set. The latter approach performs r
sonably well over a large set of colors, but is inferior with
a restricted set of colors. Both methods are linear trans
mations; and the matrix size is restricted by the number
channels that the color device possesses.

Farrell et al17 used a color transparency to increase t
number of available channels. In this case, the matrix
comes 6�3. Kang18,19 proposed a two step process to ma
RGB to CIE XYZ: gray balancing followed by a polyno
mial transformation. Lenz et al20 and Haneishi21 also pro-
posed polynomial transformations to minimize�E. In
general, these nonlinear methods perform better on the
ing set, because the linear model is a restricted version
the polynomial case. However, a high degree polynom
tends to over fit the data set. Kang and Anderson22 pro-
posed an even more sophisticated model which uses a
ral network to transform RGB to CIE XYZ.

For our purpose, we propose a simple 3-D model
depicted in Fig. 1 for the color calibration task. It consis
of a set of 3 nonlinearities for gray balance followed b
a 3�3 matrix transformation. Our objective is to find a
optimal set of model parameters which minimizes the to
least square calibration error in the CIE XYZ color spac
Our model is appropriate under two situations.14,23 The first
occurs when the camera is colorimetic. However, this
seldom true for currently available devices. The other s
uation occurs when the color space of interest can be w
approximated by bases of three from a principal comp
nent analysis.

Camera
raw
data

Gray balance

3×3
Calibration

Matrix

Kodak formatted

TIFF reader

(Simple color interpolation)

12 bits
raw data

Figure 1: Simple 3-D calibration model.

Our measurement shows that 99.29% of the energy
the spectral power distribution of a set of 11 extracted te
can be characterized by just the first three basis functi
from a principal component analysis. This satisfies the
quirement for a simple 3-D model.

In this paper, we present the color calibration resu
for our model applied to CRT generated color sampl
samples from the Bioform shade guide,24 and a set of ex-
tracted human teeth. In addition, we present an analy
of the effect of measurement error in the testing set on
model performance. We perform a similar analysis of t
effect of measurement error in the training set. In bo
cases, we specifically consider the effect of quantization
data set to determine the number of bits required to achi
a given level of performance.
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3-D calibration model

In this section, we describe a simple 3-D calibration mod
for the Kodak DCS460c digital camera. It includes a gra
balance procedure followed by a 3�3 matrix. We extract
12-bit spatially multiplexed raw rgb data directly from the
camera hard drive and pattern correct it according to t
procedure described in Kodak Programmer’s Manual.25 We
then interpolate to obtain full resolution channels of rg
data.

Camera nonlinearity and its gray balance

Let e denote the camera exposure time; and letsl(�) and
nl denote thelth channel sensor response and its measu
ment noise, respectively. Letc(�) be the spectral power
distribution of a color sample. Then thelth channel raw
data acquired by the camera can be modeled as26

l = Fl
�
e

Z
�

sl(�)c(�)d� + nl

�
l = r; g; b: (1)

HereFl(�) is the camera nonlinearity of thelth channel.
Suppose that the measurement noisenl is negligible; we
can determine the nonlinearity of the camera in the fo
lowing two step procedure. We first fix the exposure tim
e and take pictures of a set of 25 gray patches. The s
nificance of these color signals is that they have the sa
spectral shape and vary only within a multiplication facto
that is, they have the form ofkmc0(�), wherem is the in-
dex of the gray patch. Fig. 2 shows the nonlinearity of o
camera at a 4 second exposure. Next, we determine
camera nonlinearity along the exposure time axis by va
ing ewhile taking pictures of a fixed gray patch. The resu
is shown in Fig. 3. These two curves are often referred
as gray balance curves which in effect are equivalent to t
operation ofF�1(�).
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Figure 2: Camera nonlinearity at 4 second exposure. Here th
12-bit camera rgb is normalized to 0-1 scale, i.e. the unsigne
12-bit integer rgb value is divided by (212-1).
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Figure 3: Camera nonlinearity across exposure time.

Parameter estimation of the 3�3 matrix
LetS be the stack of the gray-balanced camera rgb valu
and letT be stack of the true tristimulus values of the colo
samples. LetM be the transformation from camera linea
rgb values to CIE XYZ values. Our model suggests th
T � SM or more precisely speaking

T = SM +E; (2)

where

S =

26664
r1 g1 b1
r2 g2 b2
...

...
...

rN1
gN1

bN1

37775 ;

T =

26664
X1 Y1 Z1

X2 Y2 Z2

...
...

...
XN1

YN1
ZN1

37775 ;
andE is the calibration error matrix. The calibration pro
cedure is thus formulated as a least-square problem

cM = argmin
M

N1X
i=1

k[Xi Yi Zi]� [ri gi bi]Mk2 ; (3)

and the solution iscM = SyT = (StS)�1StT: (4)

In this paper, we refer to theseN1 color samples used for
calibration model identification as the training set and th
remaining samples as the testing set.

Error analysis
Let (S1; T1) be the stacks of the training set; and let(S2; T2)
be the stacks of the testing set. Consider a given calib
tion matrixM identified by the training set(S1; T1). Let
si = [ri gi bi] andti = [Xi Yi Zi] be theith row of the
3

es;
r
r
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stacksS2 andT2 of the testing set. Letui = [L�
i a�i b�i ]

be the tristimulus row vector of theith test sample in the
L�a�b� color space, which is calculated fromti by

ui = f(ti); (5)

=

26664
116'

�
Y
Yn

�
� 16

500
�
'
�

X
Xn

�
� '

�
Y
Yn

��
200

�
'
�
Y
Yn

�
� '

�
Z
Zn

��
37775
t

; (6)

where

'(x) =

�
x1=3 x > 0:008856
7:787x+ 16

116 x � 0:008856
:

Let�si = [�ri �gi �bi] be the noise in the rgb channels
of theith test sample. Then from Eq. (2), the variation of
tristimulus values�ti is

�ti = ((si +�si)M)� siM) = �siM: (7)

Accordingly, the variation�ui is

�ui = f(ti +�ti)� f (ti);

� �tif
0(ti);

� �siMf 0(ti): (8)

Let Ji denotef 0(ti), a 3�3 Jacobian, which equals

Ji =
1

3

264 X
�1=3
n X

�2=3
i 0 0

0 Y
�1=3
n Y

�2=3
i 0

0 0 Z
�1=3
n Z

�2=3
i

375
�
24 0 500 0

116 �500 200
0 0 �200

35 :
(9)

Then the increase of�E due to the additive noise in the
testing set can be calculated as

(�Ei)
2 = k�utik22 = �siAi(�si)

t; (10)

whereAi = MJiJ
t
iM

t. The size of its entries is inversely
proportional to the XYZ tristimulus values to the power
of 4=3. This implies that the effect of the noise is more
serious with dark samples, or color samples with small X
or Y or Z values. Consider a special case when the noises
in the 3 channels are independent, identically distributed
(i.i.d.) random variables with zero mean and variance�2.
Then

(E [�Ei])
2 � E [(�Ei)

2] = E [�siAi(�si)
t];

= �2 � tr[Ai]; (11)
9
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wheretr[�] denote the trace of the matrix. Thus, in thi
case,

E [�Ei] � � �
p

tr[Ai]: (12)

Next, in order to investigate the effect of measureme
error in the training set on the model performance, let
assume that�S1 is the stack of the camera measureme
errors for the training set. LetM be the calibration model
identified from noise-free camera measurements; and
M 0 be the model identified from noisy camera measur
ments. That is,

M = Sy
1T1 and M 0 = (S1 +�S1)

yT1:

Let tj be the tristimulus row vector of thejth test sam-
ple. Then the tristimulus variation�tj due to this model
variation is

�tj = sjM
0 � sjM = sj((S1 +�S1)

y � Sy
1)T1: (13)

Similar to the previous analysis, using a first order appro
imation, the variation of the tristimulus row vector in the
L�a�b� color space is

�uj � �tjJj = sj((S1 +�S1)
y � Sy

1)T1Jj : (14)

Hence the increase of�E for thejth test sample resulting
from the additive noise in the training set, can be calculat
by

�Ej = k�utjk2 = kJ tjT t
1((S1 +�S1)

y � Sy
1)
tstjk2: (15)

Using inequalities for thep-norm and Frobenius-norm,27

�Ej can be upper bounded by

�Ej � kJ tjT t
1k2 � k((S1 +�S1)

y � Sy
1)
tk2 � kstjk2;

� kJ tjT t
1k2 � k((S1 +�S1)

y � Sy
1)
tkF � kstjk2;

� kJ tjT t
1k2 � kstjk2 � 2k�S1kF �

maxfkSy
1k22; k(S1 +�S1)

yk22g;
= Kj �maxfkSy

1k22; k(S1 +�S1)
yk22g

�k�S1kF ; (16)

whereKj = 2 � kJ tjT t
1k2 � kstjk2. Let us assume that

rank(S1) = rank(S1 +�S1) andk�S1k2 is small, then28

k(S1 +�S1)
yk2 � kSy

1k2;

which implies that

maxfkSy
1k22; k(S1 +�S1)

yk22g � kSy
1k22:

The above assumptions are very reasonable since (i) b
S1 andS1 + �S1 have rank 3 unless the training set i
a 2-D or even 1-D color set, (ii)k�S1k2 is usually small
4
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unless the device has very low SNR. Under these assum
tions�Ej is upper-bounded by

�Ej � Kj � kSy
1k22 � k�S1kF : (17)

If we again assume that the camera measurement noise
i.i.d. with zero mean and variance�2, then

E [k�S1k2F ] = E
"
(

N1X
k=1

3X
l=1

((�S1)(k;l))
2

#
;

=

N1X
k=1

3X
l=1

E [((�S1)(k;l))2];

= 3N1�
2: (18)

That is,

(E [�Ei])
2 � E [(�Ej)

2] � K2
j � kSy

1k42 � 3N1�
2: (19)

Hence

E [�Ei] � Kj � kSy
1k22 �

p
3N1�: (20)

Color calibration results

Due to the linearity of the CCD array and the access to
raw rgb data from our camera, gray balance is unnece
sary when the range of operation is between 0 and 0.7 on
0-1 scale using a fixed exposure time. The calibration re
sults were quantified in term of�E units in L�a�b� color
space. The reference white points were set by combinin
the highest measured Y value from each data set with th
chromaticity(x; y) = (0:3127; 0:3291) for D65.

In our first calibration test, a set of 180 color samples
were created and displayed on a CRT monitor. Within this
data set, a total of 51 color samples which consisted o
pure red, green, and blue patches were used to find th
calibration modelcMCRT. This model was then used on the
training set itself to see how well this calibration model
works. We also used this model to estimate the tristimu
lus values of the remaining 129 color samples. The�E’s
between model prediction and measurement for both cas
were calculated; and the histograms are shown in Fig. 4.

We applied the same calibration procedure to a Bio
form shade guide. Due to the limited size of this data
set, we evaluated the model performance in a statistica
sense. The calibration procedure was conducted 100 time
In each trial, seventy-five percent of the shades were ran
domly chosen as the training set and the rest as the testin
set. The average�E’s for both the training set and the test-
ing set were recorded in each trial. The calibration exper
iment for 11 extracted human teeth was conducted in th
same fashion. In Table I, we summarize the characteristic
of the calibration samples and the model performance fo
our calibration experiments.
0
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Figure 4: Calibration result for 180 CRT color samples: (a) th
�E histogram of the 51 training samples. Its average is 1.815
(b) the�E histogram of the 129 test samples. Its average
1.3064. The average�E over the entire 180 CRT color sample
is 1.4507.

Data Overall Principal component analysis Color
set �E (one,two,three) bases space

CRT 1:4507 (61:74%; 80:92%; 99:65%) 3-D
Shade 0:9703 (94:53%; 98:24%; 99:01%) 2-D
Teeth 1:5745 (91:73%; 97:91%; 99:29%) 2-D

Table I. 3-D calibration model: the data set characteristics an
the model performance. The accumulated percentages of the
ergy in the spectral power distribution characterized by the fir
one, the first two, and the first three basis functions from a pr
cipal component analysis are computed; and they are used
classify the dimension of the color space. Here we use97% as
the threshold.

Finally, we wish to determine the number of bits re
quired for our test samples so that quantization of the
samples does not degrade the performance of the mo
by more than a specified amount. We will use1�E unit
here. This can be done by averaging the upper bound gi
in Eq. (12) over theN2 test samples. Let� denote this av-
erage. Then

� =
1

N2

N2X
i=1

� �
p

tr[Ai] = � � �A; (21)

where, �A = 1
N2

PN2

i=1

p
tr [Ai]. Assuming that the quan-

tization step size is�, then the standard deviation� in Eq.
(12) is given by�=(

p
12). Setting� = 1 and solving for

�, we obtain

� =
p
12= �A: (22)

Since the signal is normalized to a 0-1 scale, the num
of bits btest required to achieve an average upper bound
one�E unit is given by

btest = � log2�: (23)

A similar analysis can be done on the effect of qua
tization in the training set by averaging the upper bou
given in Eq. (20) over the testing set. Let� denote this
average. Then

� = �KkSy
1k22 �

p
3N1 ��=(

p
12); (24)
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where

�K =
1

N2

N2X
i=1

2 � kJ tiT t
1k2 � kstik2: (25)

Setting� = 1 and solving for�, we obtain

� =
2p

N1 � �K � kSy
1k22

: (26)

The number of bitsbtraining required to achieve an average
upper bound of one�E unit is again given by Eq. (23).

We applied these analyses to our calibration samples
and the results are tabulated in Table II. With our 12-bit
camera data, we see that test sample quantization is no
limiting factor for our calibration samples. For quantiza-
tion of the training samples however, our bound appears t
be quite loose.

Data btest btraining

CRT 10 bits 15 bits
Shade 9 bits 25 bits
Teeth 10 bits 24 bits

Table II. Estimation of the number of bits required to limit the
effect of quantization to an increase in error of one�E unit. We
consider separately the effect of quantizing the test samples an
the training samples.

To confirm this suspicion, we simulated the effect of
quantization in the testing set (Simulation I) and in the
training set (Simulation II) by adding uniformly distributed
random noise to the camera measurements. The results
tabulated in Table III. Note that the�E between the esti-
mated tristimulus vector for the noisy color sample and the
estimated tristimulus vector for the noise-free color sam
ple is averaged over 100 trials, then averaged over all th
test samples. The simulation results show that the upp
bounds for Simulation I are tight; and those for Simulation
II are very loose. In fact, from the ratio
, we see that�
overestimates thebtraining by about 7, 17, and 14 bits, respec-
tively.

Data Sim. I Bound Sim. II Bound ratio (
)
set �E � �E � (bits)

CRT 0:1575 0:1792 0:0308 4:5784 7
Shade 0:0792 0:0877 0:0567 5119:7 17
Teeth 0:1558 0:1795 0:1397 3055:8 14

Table III. Simulation results of the average increase of�E over
the testing set in 100 trials. Simulation I investigates the ef-
fect of measurement error in the testing set on the model per
formance; and its average upper bound is calculated from Eq
(21). Simulation II investigates the effect of measurement er
ror in the training set on the model performance; and its av-
erage upper bound is calculated from Eq. (24). Here,
 =

� log
2
((�E in Sim. II)=�) bits.
1
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The reason that the upper bounds of Simulation II a
especially loose for both the Bioform shade guide and t
extracted human teeth is that they are actually 2-D co
sets, which violates the assumption in the error analy
section.

Discussion and conclusion

There are several sources which would result in the calib
tion errors, such as the error from the XYZ measuremen
the error from the 3-D model assumption, or the error d
to quantization in the camera measurements. Our simu
tion shows that our 12-bit precision camera is adequate
ensure that the average�E contributed by the quantiza-
tion process is less than one.

The calibration model we proposed is simple; and
performs well for our 3-D color sets. Based on a jus
noticeable difference of2:3�E units, 29 the performance
of our model for the extracted human teeth is adequa
However, we would like to obtain even more accurate r
sults. One factor that currently limits the performance o
the model is the significant amount of highlight on th
tooth samples. This tends to result in a measurement of
color of the illuminant rather than that of the tooth. Thi
is a major source of error in our calibration procedure. W
are investigating the possibility of integrating a polarize
into our system to reduce the highlight component, a
thus improve the calibration precision.
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